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دو شامل که دارید اختیار در دستەبندی مسئلەی ͷی برای (۱ جدول (در آموزشͬ نقطەی شش کنید فرض نمره) ۵۰) .۱
کنیم. استفاده تصمیم درخت از است قرار از ما است. Y ∈ {1, 2, 3} کلاس سه و ،X2 و X1 دودویی ویژگͬ

X1 X2 Y
1 1 1
1 1 1
1 1 2
1 0 3
0 0 2
0 0 3

آموزشͬ دادەهای :۱ جدول

تقریب از ͬ توانید م کنید. محاسبه X2 و X1 ویژگͬ دو هر برای را (Inforⅿation−Gain) اطلاعات کسب مقدار (آ)
کنید. استفاده log2 3 ≈ 19

12

حل
اطلاعات: بهره کلͬ فرمول

IG(X) = H(Y )−H(Y | X)

H(X) = −
∑
x

P (X = x) log2 P (X = x)

H(Y | X) =
∑
x

P (X = x)
∑
y

P (Y = y | X = x) log2 P (Y = y | X = x)

ͬ کنیم: م محاسبه را H(Y ) آنتروپی ابتدا تقسیم هر اطلاعات بهره محاسبه برای

H(Y ) = −
n=3∑
yi=1

P (Y = yi) log2 P (Y = yi)

= −
n=3∑
yi=1

1

3
log2

1

3
= log2 3 ≈ 19

12

ͬ شود: م محاسبه زیر صورت به آن شرطͬ آنتروپی ،X1 تقسیم بندی برای و
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H(Y | X1) = −P (X1 = 0)
n=3∑
yi=1

P (Y = yi | X1 = 0) log2 P (Y = yi | X1 = 0)

−P (X1 = 1)
n=3∑
yi=1

P (Y = yi | X1 = 1) log2 P (Y = yi | X1 = 1)
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ͬ کنیم: م محاسبه را شرطͬ آنتروپی X2 تقسیم بندی برای مشابه بەطور

H(Y | X2) = −P (X2 = 0)
n=3∑
yi=1

P (Y = yi | X2 = 0) log2 P (Y = yi | X2 = 0)

−P (X2 = 1)
n=3∑
yi=1

P (Y = yi | X2 = 1) log2 P (Y = yi | X2 = 1)

= −
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≈ −
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بود: خواهد زیر صورت به تقسیم هر برای (Inforⅿation−Gain) اطلاعات بهره نتیجه، در

IG(X1) = H(Y )−H(Y | X1) ≈
19

12
− 4

3
=

19

12
− 16

12
=

1

4

IG(X2) = H(Y )−H(Y | X2) ≈
19

12
− 11

12
=

8

12
=

2

3

کنیم؟ ͷتفکی ویژگͬ کدام براساس را ها داده است بهتر ابتدا (ب)
حل

کنیم. استفاده ͷتفکی برای ان از است بهتر پس است بیشتر X2 ویژگͬ inforⅿation−gain مقدار چون



ماشین یادگیری ۴درس از ۳ صفحه

است: زیر صورت به نرم حاشیەی با SVⅯ اولیەی مسئله که بیاورید یاد به نمره) ۵۰) .۲

min
1

2
wTw + C

n∑
i=1

ξi,

s.t. ξi ≥ 0, ∀i ∈ {1, . . . , n},

(wTxi + b) yi ≥ 1− ξi, ∀i ∈ {1, . . . , n}.

که ͬ شود، م جایͽزین k(xi, xj) با xT
i xj سپس و ͬ شود م گرفته مسئله این دوگان کرنل، با SVⅯ آوردن بەدست برای

است. کرنل تابع k(·, ·)

دسته دو شͺل، این در ͬ دهد. م نشان متفاوت جریمەی ضرایب و̸یا کرنل ها با را SVⅯ تصمیم گیری مرزهای ۱ شͺل
بردارهای توپر، مربع های و دایرەها شدەاند. مشخص مربع و دایره با که داریم yi ∈ {−1, برچسب های{1 با آموزشͬ دادەی
مختصر خیلͬ طور (به دهید مطابقت زیر بهینەسازی های از ͬͺی با را نمودار هر هستند. (Support−Veⅽtors) پشتیبان

دهید). توضیح

C = 0.1 و نرم حاشیەی با خطͬ SVⅯ ͷی آ)
C = 10 و نرم حاشیەی با خطͬ SVⅯ ͷی ب)

K(u, v) = uTv + (uTv)2 کرنل و سخت حاشیەی با SVⅯ ͷی ج)

K(u, v) = exp
(
−1

4
∥u− v∥2

)
کرنل و سخت حاشیەی با SVⅯ ͷی د)

K(u, v) = exp(−4∥u− v∥2) کرنل و سخت حاشیەی با SVⅯ ͷی ه)
بالا موارد از هیچ کدام و)

:۱ شͺل
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حل
پاسخ ها:

۲ (و): ،۶ (ه): ،۱ (د): ،۵ (ج): ،۳ (ب): ،۴ (الف):
دلیل:

را کلاس دو دقیق بەطور خط است)، (ب) به مربوط (که ۳ شͺل با مقایسه در است. خطͬ SVⅯ تصمیم مرز (الف)
باشند. مجاز بیشتری خطاهای و باشد ͷکوچ C مقدار که است زمانͬ به مربوط حالت این که ͬ کند، نم جدا

دقیق بەطور را کلاس دو خط است)، (الف) به مربوط (که ۴ شͺل با مقایسه در است. خطͬ SVⅯ تصمیم مرز (ب)
است. C بزرگ مقدار نشان دهنده حالت این که ͬ کند، م جدا

نتیجه، در f(x) = ∑
i αi(xi · x + (xi · x)2) + b ͬ شود: م تعریف زیر صورت به دوم درجه کرنل تصمیم تابع (ج)

یا بیضوی ͬ تواند م منحنͬ است، x به نسبت دوم مرتبه از تابعͬ f(x) که آنجا از .f(x) = 0 با است برابر تصمیم مرز
ͬ دهد. م نشان را ͷهایپربولی منحنͬ ͷی ۵ شͺل باشد. ͷهایپربولی

نوشت: زیر صورت به را تصمیم تابع ͬ توان م (د)

بسیار xi و x بین کم فاصله وجود با حتͬ کرنل مقدار باشد، بزرگ γ اگر f(x) = ∑
i αi exp(−γ∥xi − x∥2) + b

مربوط ۱ شͺل اگر باشد. کم پشتیبان بردارهای تعداد و سخت طبقەبندی که ͬ شود م باعث موضوع این ͬ شود. م ͷکوچ
۱ شͺل بنابراین، بود. خواهد دشوار وسط در دایرەای نقاط طبقەبندی صورت آن در باشد، (بزرگ) γ = 4 با حالتͬ به

است. γ = 4 به مربوط
خواهند وجود بیشتری پشتیبان بردارهای ،(γ = 1

4
(مثلا́ باشد ͷکوچ γ اگر که گرفت نتیجه ͬ توان م مشابه، استدلال با (ه)

داشت.


